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HOW TO VALUE A DIAGNOSTIC TEST IN FAMILY PRACTICE – Workshop

Participant Handouts
Abstract

Dr. A. Sattar Khan*, Dr. Zekeriya Akturk*, Dr. Turan Set**
* Center of Postgraduate Training in Family Medicine, Ministry of Health, Riyadh

** Kızılırmak State Hospital, Çankırı

Aim: There are many views about the best approach to patients and the tests to be used. This workshop is designed to develop skills to calculate the pre & post-test probability for a laboratory test to diagnose common problems in family practice. 
Specific objectives: At the end of this workshop the participants should be able to;

· explain the Bayesian theorem

· define likelihood ratio

· define pre and posttest probability

· calculate posttest probability

· calculate likelihood ratio

· understand the value of different tests in primary care

· accept differences in test values between family practice and specialized care

Method: There will be a pre-test to check the level of knowledge of participants. The session will start from a presentation for brief introduction of Bayesian Theorem and its applicability. After having a thorough discussion, then the participants will be divided into small groups. Every group will have some case scenarios and they will have to calculate the likelihood ratio, pre and post-test probability and decide whether the given tests will be applicable to the diagnosed disease. At the end, some of the groups will present their work and there will be an evaluation session. 
Contact: zekeriya.akturk@gmail.com
Workshop outline

· Presentation: How to value a diagnostic test in family practice
· 15 min

· Group work 
Problem: There are a number of diagnostic tests with different sensitivity, specifity and likelihood ratios. Can we combine the findings from different examinations/tests to achieve a more certain diagnosis? 

	Clinical feature
	Sensitivity
	Specificity
	LR+

	Bulging tympanic membrane
	61 
	97 
	20.3

	Cloudy tympanic membrane
	81
	95 
	16.2

	Impaired mobility of tympanic membrane
	98 
	79 
	4.7 

	Parental suspicion of otitis media
	70 
	80 
	3.4

	Pulling at or rubbing the ear 
	42 
	87 
	3.3 

	Otalgia
	54 
	82 
	3.0 

	Rhinitis
	75 
	43 
	1.3 

	Poor appetite
	36 
	66 
	1.1

	Cough
	47 
	45 
	0.9

	Fever
	40 
	48 
	0.8


Ramakrishnan K. et al. Diagnosis and Treatment of Otitis Media. afp 2007;76(11):1650-1658.
Question: What is the probability of otitis media diagnosis in the following case scenarios? (Please note: prevalence of otitis media among children below five years applying to family practice is around 15 %) (http://www.emedicine.com/ent/topic209.htm)
Case 1: Four years old boy is brought to you with high grade fever (38.3 °C) and poor appetite. The child is complaining of otalgia. In the examination you find bulging tympanic membrane. Cloudiness and mobility you could not evaluate. What is your probable diagnosis of otitis media?

Case 2: Nine months old girl is brought to your office with fever and rhinitis. You could not visualize the tympanic membrane but parents are telling you that the child is rubbing her ear and that the same symptoms they observed in their older son who was diagnosed with otitis media when he was one year old. Temperature is measured as 38.5 °C. What is your probable diagnosis of otitis media in this patient?
· 25 min 
· Summary
Two groups will present their work. Summary questions will be asked.
· 20 min
HOW TO VALUE A DIAGNOSTIC TEST
(http://www.emedicine.com/emerg/TOPIC779.HTM)

Jyoti Elavunkal, MD, Staff Physician, Department of Emergency Medicine, State University of New York Downstate Medical Center, Brooklyn, Kings County Hospital Center 

INTRODUCTION

Diagnostic tests help physicians revise disease probability for their patients. All tests should be ordered by the physician to answer a specific question. The 5 main reasons for a diagnostic test are as follows: 

· Establish a diagnosis in symptomatic patients. For example, an ECG to diagnose ST-elevation myocardial infarction (STEMI) in patients with chest pain. 

· Screen for disease in asymptomatic patients. For example, a prostate-specific antigen (PSA) tests in men older than 50 years. 

· Provide prognostic information in patients with established disease. For example, a CD4 count in patients with HIV. 

· Monitor therapy by either benefits or side effects. For example, measuring the international normalized ratio (INR) in patients taking warfarin. 

· A test may be performed to confirm that a person is free from a disease. For example, a pregnancy test to exclude the diagnosis of ectopic pregnancy.

The criterion (reference) standard test definitively decides either presence or absence of a disease. Examples of criterion standard tests include pathological specimens for malignancies and pulmonary angiography for pulmonary embolism. However, criterion standard tests routinely come with drawbacks; they are usually expensive, less widely available, more invasive, and riskier. These issues usually compel most physicians to choose other diagnostic tests as surrogates for their criterion standard test.
For example, venography, the criterion standard for vein thrombosis, is an invasive procedure with significant complications including renal failure, allergic reaction, and clot formation. These risks make venography less desirable than the alternative diagnostic test—venous duplex ultrasonography. The price most diagnostic tests pay for their ease of use compared with their criterion standard is a decrease in accuracy. How to account for this trade-off between diagnostic accuracy and patient acceptability is the subject of this article.

PRETEST AND POSTTEST PROBABILITY

Every clinical encounter begins with an initial clinical impression, a subjective pretest probability of disease. The ultimate goal of all diagnostic testing is to refine this pretest probability to the point where the physician can confidently make a treat or no-treat decision. Each diagnostic test whether it is a symptom, sign, laboratory, or radiological examination results in a change in the physician’s probability of disease, the posttest probability. The degree to which a diagnostic test increases or decreases the probability of disease from pretest to posttest represents the clinical utility of the test as measured by its operating characteristics. 
DEFINITIONS AND CALCULATIONS

Clinical studies of diagnostic tests measure the accuracy of the test against its criterion standard.

Table 1. Criterion Standard 
	Criterion Standard Test

	 
	Disease (+) 
	Disease (-) 

	Test (+) 
	True positive (TP)
	False positive (FP)

	Test (-) 
	False negative (FN)
	True negative (TN)


Table 2. Definition of Terms

	Term
	Calculation
	Plain English

	True positive (TP)
	Counts in 2 X 2 table
	# Patients with the disease who have a positive test result

	True negative (TN)
	Counts in 2 X 2 table
	# Patients without the disease who have a negative test result

	False positive (FP)
	Counts in 2 X 2 table
	# Patients without the disease who have a positive test result

	False negative (FN)
	Counts in 2 X 2 table
	# Patients with the disease who have a negative test result

	Sensitivity = True positive rate (TPR)
	TP / (TP + FN)
	The probability that a patient with the disease will have a positive test result

	1 - Specificity = False-positive rate (FPR)
	FN / (TP + FN)
	The probability that a patient with the disease will have a negative test result

	Specificity = True negative rate (TNR)
	TN / (TN + FP)
	The probability that a patient without the disease will have a negative test result

	1 - Specificity = False-positive rate (FPR)
	FP / (TN + FP)
	The probability that a patient without the disease will have a positive test result

	Positive predictive value
	TP / (TP + FP)
	The probability that a patient with a positive test result will have the disease

	Negative predictive value
	TN / (TN + FN)
	The probability that a patient with a negative test result will not have the disease.

	Accuracy
	(TP + TN) / (TP + TN + FP + FN)
	The probability that the results of a test will accurately predict presence or absence of disease

	Bayes’ theorem
	Posttest Odds = Pretest Odds X Likelihood Ratio
	The odds of having or not having the disease after testing

	Likelihood ratio of a positive test result (LR+)
	Sensitivity / (1 - Specificity)
	The increase in the odds of having the disease after a positive test result

	Likelihood ratio of a negative test result (LR-)
	(1 - Sensitivity) / Specificity
	The decrease in the odds of having the disease after a negative test result


SENSITIVITY AND SPECIFICITY

Different diagnostic tests for the same disease often trade sensitivity for specificity or vice versa. In general, the more sensitive a test is for a disease, the higher its false-positive rate, lowering its specificity. A test with a higher specificity will usually sacrifice sensitivity by increasing its false-negative rate. This makes a highly sensitive test ideal for a screening examination. While, highly specific tests are best in a confirmatory role. 
Sensitivity and specificity are calculated vertically in a 2 X 2 table. Sensitivity is measured in patients definitively diagnosed with the disease, whereas specificity is only a function of those free of disease. Sensitivity contains no information about false-positive results, and specificity does not account for false-negative results. This limits the applicability of sensitivity and specificity in predicting disease when the physician is uncertain about the diagnosis. For example, a positive test result with 90% sensitivity does not predict a 90% probability of disease in a patient.

The mnemonics SnOut and SpIn provide some guidelines on how to interpret sensitivity and specificity for an individual patient. SnOut helps physicians to remember that a highly Sensitive test with a negative result is good at ruling-out the disease. SpIn reminds physicians that a highly Specific test with a positive result is good at ruling-in the disease. 

PREDICTIVE VALUES

To estimate the posttest probability for an individual patient another statistic is needed. Predictive values are horizontally calculated operating characteristics, which incorporate both false-positive and false-negative results into disease probability. The positive predictive value (PPV) is the probability of a patient actually having the disease if the test result is positive. The probability of the patient being free of the disease after a negative test result is given by the negative predictive value (NPV).
Unfortunately, predictive values are not stable characteristics of diagnostic tests. The predictive values are dependent on the prevalence of disease among the population of interest. The same diagnostic test will have varying predictive values in different populations. Without knowing the disease prevalence in the population of interest, predictive values cannot be accurately estimated. 
For example, chest CT angiography with venous runoff (CTA VN) has a sensitivity of 90% and specificity of 95%. In a patient with a high probability (78.4%) of a pulmonary embolism according to the Wells’ criteria, the CTA VN would produce a PPV of 99% and NPV of 72%. The same test given to a patient with a much lower pretest probability of pulmonary embolism (3.4%) would result in a PPV of 39% and NPV of 99%.

BAYES' THEOREM AND LIKELIHOOD RATIOS

Bayes’ Theorem
Adapting a theory of conditional probability from the 18th century statistician Thomas Bayes solves the problem of calculating posttest disease probability. This theory allows pretest probability to be separated from a term that describes the strength of the diagnostic test—likelihood ratio.

Bayes' theorem: Posttest Odds = Pretest Odds X Likelihood Ratio

Likelihood Ratio
Likelihood ratios are proportions of probabilities. A likelihood ratio for a positive test result (LR+) is the ratio of the true positive rate (sensitivity) divided by the false-positive rate (1 - specificity). LR+ then can be thought of how much more likely the patient is to actually have the disease after a positive test result. 

Dividing the false-negative rate (1 - sensitivity) by the true negative rate (specificity) gives the likelihood ratio for a negative test result and provides the strength of a negative test result in convincing the physician the patient is free of disease.

Since likelihood ratios are calculated from sensitivity and specificity, LRs are stable operating test characteristics, unaffected by prevalence of disease.

A LR of 1.0 is a useless test because this result fails to change the opinion of probability of disease from pretest to posttest. LR+ are always greater than 1.0; the larger the number, the more likely is the patient to have the disease after a positive test result. LR- are always less than 1.0, with the smaller numbers signifying a lower risk for disease than pretest estimates.

Table 3. Strength of the Test by Likelihood Ratio

	Qualitative Strength 
	LR(+)
	LR(-)

	Excellent
	10
	0.1

	Very good
	6
	0.2

	Fair
	2
	0.5

	Useless
	1
	1


USING BAYES' THEOREM

Bayes' theorem: Posttest Odds = Pretest Odds X Likelihood Ratio

This form of Bayes’ theorem using likelihood ratios requires the conversion of pretest probability to odds multiplied by the appropriate LR and then reconverted to the posttest odds, back into posttest probability.
Example: What is the probability of a pulmonary embolism in a patient after a positive CTA VN (sensitivity 90%, specificity 95%) if the patient has a pretest probability of 28%?

	Steps
	Calculations

	1. Convert pretest probability to odds.
Odds = Probability / (1 - Probability)
	Pretest odds = 0.28 / (1 - 0.28) = 0.389

	2. Calculate LR+.
LR+ = Sensitivity / (1 - Specificity)
	LR+ = 0.90 / (1 - 0.95) = 18.0

	3. Calculate Bayes’ Theorem.
Posttest Odds = Pretest Odds X LR
	Posttest odds = 0.389 X 18 = 7.0

	4. Convert posttest odds to probability.
Probability = Odds / (1 + Odds)
	Posttest probability = 7 / (1 + 7) = 87.5%



This method requires multiple steps and is inconvenient for bedside use. In 1975, Fagan published a nomogram for the graphical calculation of Bayes’ theorem. This nomogram only requires drawing a straight line from the patient’s pretest probability through the appropriate LR connecting to the posttest probability.
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In the above Fagan nomogram, the prevalence of a given disease is around 15 %. Having a positive test with a likelihood ratio of around 20 leads to a post-test probability of around 80%.
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